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Message from the Program Chairs
The Prague Embedded Systems Workshop is a research meeting intended for the presentation and discus-
sion of students’ results and progress in all aspects of embedded systems design, testing, and applications.
It is organized by members of the Department of Digital Design at Faculty of Information Technology
(which is the youngest one) of the Czech Technical University in Prague (which is the oldest technical
university in Central Europe). The workshop aims to enhance collaboration between different universities
not only inside EU. It will be based on oral presentations, mutual communication, and discussions.

Modern embedded devices are equipped with communication interfaces and the importance of secured
communication grows. Devices are usually connected into a computer network so they become a part of
the network infrastructure. Besides benefits and advantages, there are security aspects and vulnerabilities
that must be covered. Therefore, there is an intersection of design and development of embedded devices
and an area of network security. To follow the current trends and to focus discussions on security topics,
PESW organizes a special session on Network security. This section is organized by Tomáš Čejka.

There were 21 papers submitted this year, three were full papers and 18 abstracts of long presentations.
Therefore, more emphasis was put on presentation, rather than publication, which is the intent of PESW.
Papers from Czech Republic, Israel and Italy were present this year.

The technical program is also highlighted by four keynote speakers in the areas of testing, reliability,
and cybersecurity:

• Adaptive Test Cost and Quality Optimization. Speaker: Alex Orailoglu

• Cross-Layer System-Level Reliability Estimation. Speaker: Alberto Bosio

• Increasing system reliability for safety-critical applications. Speaker: Ernesto Sanchez

• Cisco is no longer just a networking company. Speaker: Milan Habrcetl

The 6th PESW includes a student competition of the best master and bachelor diploma theses of projects
close to the embedded systems area. It is organized by the IEEE Student Branch at CTU. PESW program
committee members will evaluate the posters and their oral presentations to select the best ones. The winner
prizes are sponsored by IEEE, STMicroelectronics, ASICentrum, CZ.NIC, ESET and CESNET.

Six technical sessions were formed, with the following topics:
• Fault tolerance (3 papers)

• Testing (3 papers)

• Signal processing (2 papers)

• Embedded systems, Emerging technologies, Modeling (3 papers)

• Communication Networks and IoT (3 papers)

• Stream-Wise Detection and Mitigation (4 papers)

• Trust and Reputation (3 papers)

Last but not least we would like to thank to our sponsors (CTU in Prague, EaToN company, ASICentrum,
STMicroelectronics, CZ.NIC, ESET, CESNET and Czechoslovakia Section of IEEE).

We wish you to spend fruitful and communicative time in Roztoky.

Hana Kubátová and Petr Fišer
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Jan Bělohoubek, CTU in Prague (CZ)

Organizing Committee
H. Kubátová, CTU in Prague (CZ)

P. Fišer, CTU in Prague (CZ)

R. Kinc, AMCA (CZ)

E. Uhrová, AMCA (CZ)



Contents
Keynote 1: Increasing system reliability for safety-critical applications . . . . . . . . . . . . . . 1

Ernesto Sanchez, Politecnico di Torino, Italy

Keynote 2: Cisco is no longer just a networking company . . . . . . . . . . . . . . . . . . . . . 1
Milan Habrcetl, Cisco CyberSecurity Specialist, Praha, Czech Rep.

Keynote 3: Cross-Layer System-Level Reliability Estimation . . . . . . . . . . . . . . . . . . . 1
Alberto Bosio, LIRMM Montpellier, France

Keynote 4: Adaptive Test Cost and Quality Optimization . . . . . . . . . . . . . . . . . . . . . 2
Alex Orailoglu, University of California, San Diego, USA

Problems of a Software Test Library for Multicore System-On-Chip . . . . . . . . . . . . . . . 4
Davide Piumatti, Paolo Bernardi, Ernesto Sanchez and Andrea Floridia

Development flow of on-line Software Test Libraries for asynchronous processor cores . . . . . 6
Andrea Floridia and Ernesto Sanchez

ZATPG: SAT-based ATPG for Zero-Aliasing Compaction . . . . . . . . . . . . . . . . . . . . . 8
Robert Hülle, Petr Fišer and Jan Schmidt

A HYBRID DSP/DEEP LEARNING APPROACH TO REAL-TIME FULL-BAND SPEECH
ENHANCEMENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Gabi Shafat, Sagy Harpaz and Avihay Eini

Proposal of Memory Architecture for Pre and Post-Correlation coherent Processing of GNSS
Signal with SoC based Acquisition Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
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Keynotes

Increasing system reliability for safety-critical applications
Speaker: Ernesto Sanchez, Politecnico di Torino, Italy

Today, safety- and mission-critical applications are asking for increasing the system dependability during
the operational lifetime. Actually, new standards arose in the last years try to define the minimum requests
in order to guarantee reliability of such devices. In fact, during the last years, microprocessor-based safety-
critical applications are introducing a series of audit processes to be applied during the whole product
lifetime targeting reliability. Some of these processes are common in industrial design and manufacturing
flows, including risk analysis, design verification, and validation, performed since the early phases of prod-
uct development, but very often, additional test processes need to be performed during the product mission
life in a periodic fashion to match reliability standards. In this talk, a brief guideline to effectively increase
system dependability by exploiting functional approaches is provided. The most important constraints that
need to be considered during the generation phase, as well as during the execution time are described. Ad-
ditionally, a comparison checking three different strategies on a particular module of an industrial pipelined
processor core is also provided.

Ernesto Sanchez

Ernesto Sanchez received his degree in Electronic Engineering from Universidad Javeriana - Bo-
gota, Colombia in 2000. In 2006 he received his Ph.D. degree in Computer Engineering from
the Politecnico di Torino, where currently, he is an Associate Professor with Dipartimento di Au-
tomatica e Informatica. His main research interests include evolutionary computation, functional
microprocessor verification, validation, and testing.

Cisco is no longer just a networking company
Speaker: Milan Habrcetl, Cisco CyberSecurity Specialist, Praha, Czech Rep.

Cybersecurity has become the phenomenon of the present era. Without data protection and infrastructure,
it’s hard to achieve of a prosperous business. Let’s have a look how cybersecurity can be more efficient and
automated, and what challenges await us in the near future.

Milan Habrcetl

Since 1998, he has been deeply involved in cyber security industry, mostly in positions of sales
manager or business development manager. He has been working in Cisco since February 2016
within the Global Security Sales organization to support the sales of entire Cisco security portfolio
in the Czech Republic and Slovakia.

Cross-Layer System-Level Reliability Estimation
Speaker: Alberto Bosio, LIRMM Montpellier, France

Cross-layer approach is becoming the preferred solution when reliability is a concern in the design of
a microprocessor-based system. Nevertheless, deciding how to distribute the error management across
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the different layers of the system is a very complex task that requires the support of dedicated frame-
works for cross-layer reliability analysis. In other words, the designer has to know what are the “critical”
components of the system in order to properly introduce error management mechanisms. Unfortunately,
system-level reliability estimation is a complex task that usually requires huge simulation campaign. This
presentation aims at proposing a cross-layer system-level reliability analysis framework for soft-errors in
microprocessor-based systems. The framework exploits a multi-level hybrid Bayesian model to describe
the target system and takes advantage of Bayesian inference to estimate different reliability metrics.

Experimental results, carried out on different microprocessor architectures (i.e., Intel x86, ARM Cortex-
A15, ARM Cortex-A9), show that the simulation time is significantly lower than state-of-the-art fault-
injection experiments with an accuracy high enough to take effective design decision.

Alberto Bosio

Alberto Bosio received the PhD in Computer Engineering from Politecnico di Torino in Italy in
2006 and the HDR (Habilitation Diriger les Recherches) in 2015 from the University of Montpel-
lier (France). Currently he is an associate professor in the Laboratory of Informatics, Robotics and
Microelectronics of Montpellier (LIRMM)-University of Montpellier in France. He has published
articles in publications spanning diverse disciplines, including memory testing, fault tolerance, di-
agnosis and functional verification. He is an IEEE member and the chair of the European Test
Technology Technical Council (ETTTC).

Adaptive Test Cost and Quality Optimization
Speaker: Alex Orailoglu, University of California, San Diego, USA

The higher levels of integration and process scaling impose failure behaviors which are challenging to in-
terpret, necessitating the continuous augmentation of fault models and test vectors in the hopes of taming
the defect escape rate. The subsequent inflation in the number of test vectors coupled with the constant
increase in the size of each test vector continuously boosts test cost. The economics of particularly the
competitive consumer marketplace however require a constant vigilance at the test cost while ensuring a
satisfactory test quality.

While the inclusion of new fault models helps boost test quality, the non-uniform distribution of various
defect types and the defect coverage overlaps between fault models imply variable effectiveness of fault
models and test vectors, resulting in the inclusion of a large number of ineffective vectors in test flow. A
static derivation of test effectiveness however remains problematic in practice as it is well known that de-
fect characteristics are prone to drifts throughout the product lifecycle. Furthermore, the increasing process
variation and the integration of hundreds of domains within a chip result in increasingly distinct domains
and individualized chip instances with diverse test resource requirements. The conventional test method of
a static application of an identical test set to all chips consequently struggles to satisfy the demanding test
cost and quality constraints in the face of the evolving defect behaviors and the increasing diversification
in test resource requirements.

This talk addresses the simultaneous necessity for satisfactory test quality and low test cost through an
adaptive test cost and quality optimization framework. The proposed methodologies not only adaptively
assess the effectiveness of fault models and test vectors but also evaluate the variable test resource require-
ments of the chips and domains based on their distinct characteristics, enabling an effective yet efficient
test through the selection of the most effective vectors and a carefully crafted allocation of test resources.
The proposed methodologies are tailored for a broad set of application scenarios through the consideration
of different defect classes and defect characteristic drift types while incorporating the test data gathering
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and delivery constraints and overcoming the associated algorithmic challenges.

Alex Orailoglu

Alex Orailoglu received his S.B. Degree cum laude in applied mathematics from Harvard College,
Cambridge, MA, and the M.S. and Ph.D. degrees in computer science from the University of Illinois
at Urbana-Champaign, Urbana.

He is currently a Professor of Computer Science and Engineering with the Department of Computer
Science and Engineering, University of California, San Diego, where he directs the Architecture,
Reliability and Test (ART) Laboratory, focusing on VLSI test, computer architectures, reliability,
embedded processors and systems, and nanoarchitectures. He has published more than 250 papers
in these areas.

Dr. Orailoglu has served as the General Chair and the Program Chair for the IEEE/ACM/IFIP
International Symposium on Hardware/Software Codesign and System Synthesis, the IEEE VLSI
Test Symposium, the IEEE Symposium on Application-Specific Processors (SASP), the Sympo-
sium on Integrated Circuits and Systems Design (SBCCI), the IEEE/ACM International Sympo-
sium on Nanoscale Architectures (NanoArch), the HiPEAC Workshop on Design for Reliability
and the IEEE International High Level Design Validation and Test Workshop (HLDVT). He has
last served as the Program Co-Chair of IFIP/IEEE International Conference on Very Large Scale
Integration (VLSISoC) 2013. He has co-founded the IEEE SASP, the IEEE/ACM NanoArch, the
IEEE HLDVT, and the HiPEAC Workshop on Design for Reliability.

Professor Orailoglu has served as a member of the IEEE Test Technology Technical Council (TTTC)
Executive Committee, as the Vice Chair of TTTC, as the Chair of the Test Technology Education
Program group, as the Technical Activities Committee Chair and the Planning Co-Chair of TTTC
and as the Communities Chair of the IEEE Computer Society Technical Activities Board. He is the
founding chair of the IEEE Computer Society Task Force on Hardware/ Software Codesign and the
founding vice-chair of the IEEE Computer Society Technical Committee on NanoArchitectures.

Dr. Orailoglu has served as an IEEE Computer Society Distinguished Lecturer. He is a Golden Core
Member of the IEEE Computer Society.
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Problems of a Software Test Library for Multicore System-On-Chip 

Paolo Bernardi, Andrea Floridia, Davide Piumatti, Ernesto Sanchez 

Politecnico di Torino – Dipartimento di Automatica e Informatica 

Corso Duca degli Abruzzi 24, Torino (Italy) 

paolo.bernardi@polito.it 

andrea.floridia@polito.it 

davide.piumatti@polito.it 
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Keywords. Parallel test. In-field testing. Multi-core Software-Based Self-Test. 

Abstract 

In recent years the complexity of System-On-Chips growth exponentially, mainly due to the ever-

increasing demand for more functionalities, even for embedded applications. In order to fulfil such 

requests, semiconductor vendors introduced in this market multi-core devices to satisfy the more 

complex software algorithms use to image recognition for implementing the Advanced Driver 

Assistance Systems. However, despite the gain in terms of performance, the adoption of multi-core 

devices poses several issues from the test point of view. In particular, it is necessary to evolve the in-

field test strategies (commonly used to increase the reliability level of a processor-based system) from 

the single core to the multi-core case. We present a possible approach for rapidly migrating a Software 

Test Library (STL), developed according the Software-Based Self-Test (SBST) approach for a single-

core processor, to a multi-core processor. The solution proposed use the hardware semaphores in order 

to control the access to shared resources among different cores. This approach requiring a minimal 

modification of the test programs, yet without affecting the fault coverage detected by the STL. The 

hardware semaphores were exploited in order to implement the parallel execution of the programs 

among different cores, a precalculated scheduler order is need to optimize the total execution time of all 

STL on all core of the microcontroller. 

1.1 Multi core programming and Scheduling problems for the STL 

In literature are present different approach to executing a STL in parallel on different cores integrated 

in the same chip. Initially, it is necessary to distinguish among the multiprocessor chip (CMP) [1] and 

multithread chip (CMT) [3] architecture. The first type is composed of N replicas of the same core. In 

the CMP chip the different cores communicated through a shared memories hierarchy, in [2] a possible 

technique of parallel test suite is proposed. The solution is based on a shared two-level cache memory 

hierarchy, al L1 private and a L2 shared, for executing the STL and for reduce the access to the flash 

memory. A scheduling algorithm is also proposed for reducing the execution time. In the CMT 

architecture, a particular mechanism allows a fast contest switch between two threads in execution. This 

is possible because a few hardware units inside of the core are duplicated (as the register file or the cache 

memory) and a selector enable the copy associated to the thread currently in execution. In [4] a method 

for splitting test routines among the available threads is proposed, aiming at reducing the core idle 

intervals. In [5] a methodology targeting both optimization of test execution time and improvement of 

the fault coverage is described. In the case in question uses a CMP chip with the use of hardware 

semaphores to synchronize the cores. 
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Multi-core systems often include some hardware resources shared among different cores as 

memories or peripherals. It is necessary a safe mechanism for controlling the access to such resources. 

Possible mechanism are hardware semaphores that implement a simple mode to "lock and unlock" the 

shared hardware resources. The same STL software, in parallel execution on different cores, uses the 

semaphores for acquire temporary exclusive use. The others core remains in wait state until the resource 

is not released. In general, a hardware semaphore must guarantee the exclusive use to the resource only 

to the processor that has executed the "lock" operation and forbid the "lock" operation to the others 

process. Moreover, the processor locking a particular shared resource is the only one that can unlock it. 

From the programmer’s perspective, hardware semaphores are seen just like a peripheral. The basic 

operations that can be performed on a semaphore are the CheckStatusLock, the LockSem and the 

UnlockSem. The CheckStatusLock is useful to checks whether a particular semaphore is locked or not, 

while the LockSem and UnlockSem are useful for implementer the "lock and unlock" mechanism 

previous described. 

Traditional scheduling algorithms are not applicable in the STL case, since all tests must be 

performed on all system cores. In general, traditional planning considers the activity performed when it 

is entirely performed on only one core. This constraint increases the complexity of the problem. In 

addition, the problem of shared resources must be considered to avoid waiting states between two or 

more processes. In general, the STL is executed at system startup, first on the execution of the operating 

system or customer code. In boot-time no other codes are executed and a precalculated optimized test 

order are scheduling. Aim of scheduling is to reduce the total execution time on all the cores. 

1.2 Conclusion 

We proposed approach for migrating a STL, originally developed for only one of the cores 

composing a multi-core SoC, to the whole set of cores. The proposed methodology requires only the 

availability of hardware semaphores in order to enable the concurrent execution of test programs among 

different cores. The approach does not impact to the fault coverage and required to easy modify to the 

STL code for use the semaphores. Clearly, the higher the number of test programs composing the STL 

and the higher the number of conflicts among them for use the shared resources. In this situation is 

harder is to find the optimal solution that reduces the overall test execution time. 

Paper origin 

Parallel Software-Based Self-Test suite for Multi-core System-on-Chip: migration from single-core to 

multi-core automotive microcontrollers. A. Floridia, D. Piumatti, E. Sanchez, S. De Luca, A. Sansonetti 

This paper has been accepted and presented at the 13th IEEE International Conference on” Design & 

Technology of Integrated Systems in Nanoscale Era” (DTIS) 2018 April 10-12, 2018, Taormina, Italy.  
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Keywords. Software-Based Self-Test, on-line testing, desynchronization. 

Abstract 

Asynchronous design style is quite appealing from different perspectives. Several studies confirmed 

the reliability of asynchronous circuits in harsh environments, being capable to better tolerate power 

supply and temperature variations with respect to the synchronous counterparts. However, despite these 

advantages and many others, their applicability (especially in safety-critical scenarios) is today quite 

limited. In addition, commercial EDA tools can be hardly applied to most of the asynchronous designs; 

therefore, designers are discouraged to use such devices in their applications. Notably, devices deployed 

for safety-critical applications must satisfy stringent requirements to guarantee the highest reliability 

level, defined for example in the ISO 26262 standard for automotive applications. Commonly, on-line 

testing mechanisms are necessary to achieve such requirements (e.g., On-line Built-in Self-Test, 

Lockstep Execution, and Software Test Libraries). Such mechanisms undergo several validation 

processes to assess their effectiveness, being fault injection campaigns the most commonly used. It is 

important to note that for such procedures, designers exploit standardized commercial EDA tools, 

intended to certificate standards compliance. In this study, we describe a methodology for the 

development and the evaluation of Software Test Libraries (STLs) targeting the on-line testing of 

asynchronous processor cores, using exclusively commercial tools used by industries for the functional 

safety analysis. Currently, we are targeting stuck-at faults, but the proposed flow can be extended to 

other fault models. The proposed flow starts from a synchronous processor core; then, a preliminary 

step consisting in the desynchronization [2] of the processor is performed. The selected design 

methodology is fully compatible with EDA tools and it does not require a detailed knowledge of 

asynchronous design. Concerning the STL, these programs are developed according to the Software-

Based Self-Test (SBST) approach. Our case study is the DLX processor used in the ASPIDA [1] project. 

In the literature, there exist many SBST strategies targeting synchronous-based processor cores, along 

with well-established methodologies for assessing their effectiveness. For synchronous processors, the 

fault simulator, for example, is instructed to periodically observe some meaningful system bus signals 

at specific time instants (hereinafter strobe points). In those time instants, the processor is supposed to 

store the signature produced by the test program execution in the available memory. Each strobe point 

is characterized by a period of observation and a time offset. The period of observation, called strobe 

period, is equivalent to the processor clock period, while the time instant in which values should be 

stable and the signature is being stored into the data memory is called strobe offset. Usually, the strobe 

offset is computed so that the observation of such signals is performed very close to the end of the clock 

period, a time instant in which the circuit is supposed to be in a quiescent state (i.e., not switching 

anymore). It is worth noting that strobe points are not necessary contiguous time instants (i.e., one 

immediately after the previous). In fact, to reproduce the same scenario of the on-line test, the test 

engineer should compute strobe offset and period for each strobe point so that system bus signals are 
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observed exclusively when they hold the signature (otherwise, too optimistic fault coverages could be 

obtained). Intuitively, the lack of a clock signal makes the application of such a strategy to asynchronous 

processors not trivial as is. However, the handshake controllers of the desynchronized version behave 

as local clock generators for each stage of the processor pipeline. These clocks are the enable signals for 

the sequential elements (namely the latches) of the stage they are associated with. Such signals are 

continuously generated by the controllers, according to a given handshake protocol. Thus, by carefully 

observing the behavior of the desynchronized processor, we could conclude that the memory stage of 

the processor is periodically enabled. Indeed, even though the memory access is not actually performed 

(no valid data present on the bus), the controller generates the enable signals for that stage. Since this 

stage interfaces the processor with the data memory, is the only portion of the circuit through which the 

test signature can be observed (namely, when it is stored in memory). The data are stored in the slave 

latch when the enable signal goes from high to low (mimicking the edge-triggered behavior of a 

synchronous circuit). Bus data lines are assumed to be stable before slave latch closes. Hence, by 

synchronizing the fault simulator with that signal period, it is possible to use the very same methodology 

for the asynchronous processors as well. In the following, the proposed fault simulation flow is 

described. Starting from the desynchronized processor, both the STL and the processor are simulated 

resorting to a commercial logic simulator. From this initial simulation, the strobe points for the fault 

simulator are extracted. It is important to note that in a synchronous processor, this step is not required 

since strobe points are synchronized with the system clock.  At this point, the fault simulation campaign 

begins. The fault simulator receives as inputs the design, the STL, strobe points and an initial fault list. 

It is worth mentioning that also the design Standard Delay Format (SDF) file is needed (unlike the 

synchronous circuits that do not require detailed timing information for the fault simulation) to correctly 

simulate the processor model. Additionally, using real delays for fault simulation prevents potential 

issues arising from combinational feedback loops (i.e., infinite execution in zero simulation time). After 

the first run, the outcome of the fault simulator is analyzed to identify possible discarded faults. Among 

these faults, it is likely to find hyperactive faults (HA faults). When dealing with asynchronous 

processors these faults are more relevant due to the asynchronous control network. Moreover, to obtain 

the compliance with safety standards, all the faults must be categorized as detected or not detected. Thus, 

a second run is needed during which the fault list is updated with the HA faults only. At the same time, 

the fault simulator should be configured to do not discard them during the fault simulation. The proposed 

methodology has been evaluated using two test programs targeting the processor adder and register file, 

implementing well-kwon test algorithms originally developed for synchronous processors. As functional 

safety fault simulator, ZO1X by Synopsys has been used. By adopting the aforementioned flow, we 

were able to obtain the very same fault coverage as in the synchronous case. Thus, it is possible to reuse 

the clear majority of the already existing algorithms for processor functional testing. However, the time 

required for completing the fault injection campaign is increased due to the necessity of SDF file (which 

slows down fault simulation). We are currently working to extend this methodology to include also 

delay faults, and to other processors, obtained with different design techniques. 
 

Paper origin 

This paper has been accepted and will be presented at the conference 24th  IEEE International Symposium 

on On-line Testing and Robust System Design. 
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Abstract

One of long-standing problems in digital circuit testing is fault aliasing in the response compaction. Fault
aliasing is an important source of coverage loss, especially if we strive to achieve high compaction ratio.
Existing methods to lower or eliminate aliasing mostly require changes to the compactor design. This
can lead to a higher compactor complexity, bigger area overhead, longer propagation paths, etc.

We propose a method to eliminate aliasing without the need to modify the compactor design. The
basic idea is to constrain the test pattern generation itself to produce a test with zero aliasing. This is
in contrast to previous methods, where a test is computed independently and the anti-aliasing algorithm
does not modify the test further [1, 2]. Some anti-aliasing algorithms exert a partial control over a test
sequence, by reordering (already existing) test [3–5].

Note that we are only considering aliasing in a temporal compactor. Preventing aliasing in a spatial
compactor is much easier problem, for both pre-existing and new test set. In our paper, we assume a
spatial compactor that does not introduce new redundant faults.

1.1 Constraining the ATPG

Our method, ZATPG (zero-aliasing test patterns generator), is based on a SAT-based (Boolean satisfi-
ability) ATPG (automated test patterns generator) [6]. Conventional SAT-ATPG works by modelling a
fault as a replica of the CUT, transforming the miter to a CNF (conjunctive normal form), and solving
the resulting CNF-SAT problem with a SAT solver [7].

We then expand the miter by introducing anti-aliasing constraints in the following way. First, we
construct the miter as usual, consisting of the fault-free circuit and a circuit with the tested fault fi and
find a test pattern pi to detect fi. Additionally, we insert selected faults fs,1–fs,m, modelled in their own
replicas of the CUT (Figure 1).

Aliasing happens only after the application of test pattern that causes it. It is therefore necessary to
know the future state of compactor during the generation of test pattern pi. This is achieved by unrolling
combinational part of the compactor (block MISR in Figure 1). Previous state of the compactor also
needs to be supplied (Sff ,S1–Sm) and the output (next state, partial signature) is constrained to differ
from the state for the fault-free circuit.

1.2 Results

For experiments, we have used a slight simplification possible for linear compactors (for details see
[8]). The experiments were performed on benchmark circuits from the ISCAS’85 and selected ITC’99
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Figure 1: Extended miter for zero-aliasing in compaction

benchmarks.
For all tested circuits, we have achieved zero aliasing (full coverage) with ZATPG for smaller com-

pactors of the same design (LFSR) than with normal ATPG. The observed gain was between 2 and 5 bits
of LFSR saved. With the exception of the circuit c7552, where the achieved LFSR size was same as with
ATPG (Table 1).
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Table 1: Minimal size of MISR with zero-aliasing test
LFSR-MISR CA-MISR 90/150

circuit faults ATPG ZATPG ATPG ZATPG
b04 2846 10 7 10 8
b11 2382 11 6 10 9
c499 970 15 8 10 10
c880 1582 12 5 10 6
c1355 2618 11 8 12 8
c1908 2581 10 8 10 8
c2670 3613 11 7 12 6
c5315 7964 12 7 12 10
c7552 10921 8 8 9 10
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Abstract. Despite noise suppression being a mature area in signal processing, it remains 

highly dependent on fine tuning of estimator algorithms and parameters. In this paper, we 

demonstrate a hybrid DSP/deep learning approach to noise suppression. A deep neural 

network with four hidden layers is used to estimate ideal critical band gains, while a more 

traditional pitch filter attenuates noise between pitch harmonics. The approach achieves 

significantly higher quality than a traditional minimum mean squared error spectral 

estimator, while keeping the complexity low enough for real-time operation at 48 kHz on 

a low-power processor.  

Index Terms— noise suppression, deep learning 

1 Introduction 

 Noise suppression has been a topic of interest since at least the 70s. Despite significant 

improvements in quality, the high-level structure has remained mostly the same. Some form 

of spectral estimation technique relies on a noise spectral estimator, itself driven by a voice 

activity detector (VAD) or similar algorithm, as shown in Fig. 1. Each of the 3 components 

requires accurate estimators and are difficult to tune. For example, the crude initial noise 

estimators and the spectral estimators based on spectral subtraction [1] have been replaced by 

more accurate noise estimators [2] and spectral amplitude estimators [4]. Despite the 

improvements, these estimators have remained difficult to design and have required 

significant manual tuning effort. That is why recent advances in deep learning techniques are 

appealing for noise suppression. Deep learning techniques are already being used for noise 

suppression [5]. Most of the proposed approaches target automatic speech recognition (ASR) 

applications, where latency and computational resources are not important factors. The 

approach contrasts with so-called end-to-end systems where most or all of the signal 

processing operations are replaced by machine learning. These end-to-end system have clearly 

demonstrated the capabilities of deep learning, but they often come at the cost of significantly 

increased complexity.  
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Fig. 1. High-level structure of most noise suppression algorithms. 

2 Signal Model 

In the proposed approach we instead focus on real-time applications (e.g. video-conference) with 

low complexity. We also focus on fullband (48 kHz) speech. To achieve these goals we choose a 

hybrid approach. The goal is to use deep learning for the aspects of noise suppression that require 

careful tuning while using basic signal processing building blocks for parts that do not. The main 

processing loop is based on 20 ms windows with 50% overlap (10 ms offset). Both analysis and 

synthesis use the same Vorbis window [9], which satisfies the Princen-Bradley criterion [10]. The 

window is defined as 

(1)                                     𝑤(𝑛) =  sin [
𝜋

2
sin2 (

𝜋𝑛

𝑁
)] 

where N is the window length. The signal-level block diagram for the system is shown in Fig. 2. 

The bulk of the suppression is performed on a low-resolution spectral envelope using gains 

computed from a recurrent neural network (RNN). Those gains are simply the square root of the 

ideal ratio mask (IRM). A finer suppression step attenuates the noise between pitch harmonics 

using a pitch comb filter. 

2.1 Band structure 

        A neural network is used to directly estimate magnitudes of frequency bins and requires a 

total of 6144 hidden units and close to 10 million weights to process 8 kHz speech. Scaling to 48 

kHz speech using 20-ms frames would require a network with 400 outputs (0 to 20 kHz), which 
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clearly results in a higher complexity than we can afford. One way to avoid the problem is to 

assume that the spectral envelopes of the speech and noise are sufficiently flat to use a coarser 

 

 

Fig. 2. Block diagram. 

 

 

resolution than frequency bins. Also, rather than directly estimate spectral magnitudes, we 

instead estimate ideal critical band gains, which have the significant advantage of being bounded 

between 0 and 1. We choose to divide the spectrum into the same approximation of the Bark 

scale [11] as the Opus codec [12] uses. That is, the bands follow the Bark scale at high 

frequencies, but are always at least 4 bins at low frequencies. Rather than rectangular bands, we 

use triangular bands, with the peak response being at the boundary between bands. This results in 

a total of 22 bands. Our network therefore requires only 22 output values in the [0, 1] range. 

Let 𝜔𝑏(𝑘) be the amplitude of band b at frequency k, we have ∑ 𝜔𝑏(𝑘) = 1.𝑏  For a transformed 

signal 𝑋(𝑘), the energy in a band is given by 
 

𝐸(𝑏) =  ∑  𝜔𝑏(𝑘)|𝑋(𝑘)|2                                           (2)
𝑏

 

The per-band gain is defined as 𝑔𝑏 

𝑔𝑏 =  √
𝐸𝑠(𝑏)

𝐸𝑥(𝑏)
                                          (3) 

Where 𝐸𝑠(𝑏) is the energy of the clean (ground truth) speech and 𝐸𝑥(𝑏) is the energy of the input 

(noisy) speech. Considering an ideal band gain 𝑔𝑏, the following interpolated gain is applied to 

each frequency bin k: 

𝑟(𝑘) =  ∑ 𝜔𝑏(𝑘)�̂�𝑏

𝑏

                                   (4) 
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2.2 Pitch filtering 

       The main disadvantage of using Bark-derived bands to compute the gain is that we cannot 

model finer details in the spectrum. In practice, this prevents noise suppression between pitch 

harmonics. As an alternative, we can use a comb filter at the pitch period to cancel the inter-

harmonic noise in a similar way that speech codec post-filters operate [13]. Since the periodicity 

of speech signal depends heavily on frequency (especially for 48 kHz sampling rate), the pitch 

filter operates in the frequency domain based on a per-band filtering coefficient 𝜶𝒃. Let P(k) be the 

windowed DFT of the pitchdelayed signal x (n − T), the filtering is performed by computing 

𝑋(𝑘) +  𝜶𝒃𝑃(𝑘) and then renormalizing the resulting signal to have the same energy in each band 

as the original signal X(k).  

The pitch correlation for band b is defined as 

𝒑𝒃 =  
∑ 𝜔𝑏(𝑘) 𝕽[𝑿(𝒌)𝑷∗(𝒌)]𝒌

√∑ 𝜔𝑏(𝑘)|𝑿(𝒌)|𝟐 𝒌 ∙ ∑ 𝜔𝑏(𝑘)|𝑷(𝒌)|𝟐 𝒌

                                   (𝟓)  

 

where 𝕽[∙] denotes the real part of a complex value and ∙∗ denotes the complex conjugate. Note that 

for a single band, (5) would be equivalent to the time-domain pitch correlation. Deriving the 

optimal values for the filtering coefficient αb is hard and the values that minimize mean squared 

error are not perceptually optimal. Instead, we use a heuristic based on the following constraints 

and observations. Since noise causes a decrease in the pitch correlation, we do not expect 𝒑𝒃 to be 

greater than 𝒈𝒃 on average, so for any band that has 𝒑𝒃  ≥  𝒈𝒃, we use 𝜶𝒃 = 1. When there is no noise, 

we do not want to distort the signal, so when 𝒈𝒃 = 1, we use 𝜶𝒃 = 0. Similarly, when 𝒑𝒃 = 0, we 

have no pitch to enhance, so 𝜶𝒃 = 0. Using the following expression for the filtering coefficient 

respects all these constraints with smooth behavior between them: 

𝛼𝑏 =  min
 

(√
𝑝𝑏

2(1 −  𝑔𝑏
2)

𝑔𝑏
2(1 − 𝑝𝑏

2)
, 1)                                           (6) 

Even though we use an FIR pitch filter here, it is also possible to compute P(k) based on an IIR 

pitch filter of the form 𝐻(𝑧) =  1
(1 − 𝛽𝑧

−𝑇)⁄ , , resulting in more attenuation between harmonics at 

the cost of slightly increased distortion. 
 
2.3 Feature extraction 

      It only makes sense for the input of the network to include the log spectrum of the noisy signal 

based on the same bands used for the output. To improve the conditioning of the training data, we 

apply a DCT on the log spectrum, which results in 22 Bark-frequency cepstral coefficients 

(BFCC). In addition to these, we also include the temporal derivative and the second temporal 

derivative of the first 6 BFCCs. Since we already need to compute the pitch in (5), we compute 

the DCT of the pitch correlation across frequency bands and include the first 6 coefficients in our 

set of features. At last, we include the pitch period as well as a spectral non-stationarity metric that 

can help in speech detection. In total we use 42 input features. Unlike the features typically used 

in speech recognition, these features do not use cepstral mean normalization and do include the 

first cepstral coefficient. The choice is deliberate given that we have to track the absolute level of 
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the noise, but it does make the features sensitive to the absolute amplitude of the signal and to the 

channel frequency response. This is addressed in Sec. 3.1 

  

3 DEEP LEARNING ARCHITECTUR 

We rely on proven signal processing techniques and use deep learning to replace the 

estimators that have traditionally been hard to correctly tune. The neural network closely 

follows the traditional structure of noise suppression algorithms, as shown in Fig. 3. The 

design is based on the assumption that the three recurrent layers are each responsible for one 

of the basic components from Fig. 1. Of course, in practice the neural network is free to deviate 

from this assumption (and likely does to some extent). It includes a total of 215 units, 4 hidden 

layers, with the largest layer having 96 units. The increasing of the number of units does not 

significantly improve the quality of the noise suppression. However, the loss function and the 

way we construct the training data have a large impact on the final quality. We find that gated 

recurrent unit (GRU) [14] slightly outperform LSTM on this task, while also being simpler. 

Despite the fact that it is not strictly necessary, the network includes a VAD output. The extra 

complexity cost is very small (24 additional weights) and it improves training by ensuring that 

the corresponding GRU indeed learns to discriminate speech from noise. 

 

Fig. 3. Architecture of the neural network, showing the feedforward, 

fully connected (dense) layers and the recurrent layers, 

along with the activation function and the number of units for each layer. 
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3.1 Training data 

Since the ground truth for the gains requires both the noisy speech and the clean speech, the 

training data has to be constructed artificially by adding noise to clean speech data. For 

speech data, we use the McGill TSP speech database1 (French and English) and the NTT 

Multi-Lingual Speech Database for Telephonometry2 (21 languages). Various sources of 

noise are used, included computer fans, office, crowd, airplane, car, train, construction. The 

noise is mixed at different levels to produce a wide range of signal-to-noise ratios, including 

clean speech and noise-only segments. Since we do not use cepstral mean normalization, we 

ensure robustness against variations in frequency responses by filtering each of the noise and 

speech signal independently using a second order filter of the form 

𝑯(𝒛) =  
𝟏 + 𝒓𝟏𝒛−𝟏 +  𝒓𝟐𝒛−𝟐

𝟏 + 𝒓𝟑𝒛−𝟏 +  𝒓𝟒𝒛−𝟐
                                            (𝟕) 

where each of 𝒓𝟏 … 𝒓𝟒 are random values uniformly distributed in the [−
𝟑

𝟖
,

𝟑

𝟖
] range. 

Robustness to the signal amplitude is achieved by varying the level of the mixed signal. We 

have a total of 6 hours of speech and 4 hours of noise data, which we use to produce 140 

hours of noisy speech by using various combinations of gains and filters and by resampling 

the data to frequencies between 40 kHz and 54 kHz. 

3.2 Optimization process 

The loss function used for training determines how the network weighs excessive attenuation 

versus insufficient attenuation when it cannot exactly determine the correct gains. Although it 

is common to use the binary cross-entropy function when optimizing for values in the [0, 1] 

range, this does not produce good results for the gains 
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Fig. 4. Example of noise suppression for babble noise at 15 dB 

SNR. Spectrogram of the noisy (top), denoised (middle), and clean 

(bottom) speech. For the sake of clarity, only the 0-12 kHz band is shown. 

 
because it does not match their perceptual effect. For a gain estimate 𝑔𝑏 and the corresponding ground 

truth 𝑔𝑏, we instead train with the loss function 

𝐿(𝑔𝑏 , 𝑔𝑏) =  (𝑔𝑏
𝛾

− 𝑔𝑏
𝛾

)
2

,                                          (8) 

where the exponent 𝛾 is a perceptual parameter that controls how aggressively to suppress noise. Since 

lim
𝛾→0

𝑥𝛾

𝛾
=  log(𝑥),  lim

𝛾→0
 𝐿(𝑔𝑏 , 𝑔𝑏)  minimizes the mean-squared error on the log energy, which would make 

the suppression too aggressive given the lack of a floor on the gain. In practice, the value 𝛾 =  1
2⁄  

provides a good trade-off and is equivalent to minimizing the mean squared error on the energy raised to 

the power 1 4⁄ . Sometimes, there may be no noise and no speech in a particular band. This is common 

either when the input is silent or at high frequency when the signal is low-pass filtered. When that 

happens, the ground truth gain is explicitly marked as undefined and the loss function for that gain is 

ignored to avoid hurting the training process. For the VAD output of the network, we use the standard 

crossentropy loss function. Training is performed using the Keras3 library with the Tensorflow4 backend. 
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3.3 Gain smoothing 

When using the gains  𝑔𝑏 to suppress noise, the output signal can sometimes sound overly dry, lacking the 

minimum expected level of reverberation. The problem is easily remedied by limiting the decay of 𝑔𝑏 

across frames. The smoothed gains �̌�𝒃 are obtained as 

 �̌�𝒃 =  𝐦𝐚𝐱
 

(𝝀�̆�𝒃
(𝒑𝒓𝒆𝒗)

,  𝑔𝑏 ),                                    (𝟗) 

where �̆�𝒃
(𝒑𝒓𝒆𝒗)

 is the filtered gain of the previous frame and the decay factor 𝝀 = 𝟎. 𝟔 is equivalent to a 

reverberation ime of 135 ms. 

 

 

 
Fig. 5 PESQ MOS-LQO quality evaluation for babble, car, and street noise. 

 

4 Complexity Analysis 

  We show that the proposed approach has an acceptable complexity and that it provides better quality 

than more conventional approaches (Sec. 5). We conclude in Sec. 6 with directions for further 

improvements to this approach. To make it easy to deploy noise suppression algorithms, it is desirable 

to keep both the size and the complexity low. The size of the executable is dominated by the 87,503 

weights needed to represent the 215 units in the neural networks. To keep the size as small as possible, 

the weights can be quantized to 8 bits with no loss of performance. Since each weight is used exactly 

once per frame in a multiply add operation, the neural network requires 175,000 floating-point 

operations (we count a multiply-add as two operations) per frame, so 17.5 Mflops for real-time use. 

The IFFT and the two FFTs per frame require around 7.5 Mflops and the pitch search (which operates 

at 12 kHz) requires around 10 Mflops. The total complexity of the algorithm is around 40 Mflops, 

which is comparable to that of a fullband speech coder. A non-vectorized C implementation of the 

algorithm requires around 1.3% of a single x86 core (Haswell i7-4800MQ) to perform 48 kHz noise 

suppression of a single channel. The real-time complexity of the same floating-point code on a 1.2 

GHz ARM Cortex- A53 core (Raspberry Pi 3) is 14%. 

5 Results 

We test the quality of the noise suppression using speech and noise data not used in the training set. We 

compare it to the MMSE-based noise suppressor in the SpeexDSP library. Although the noise suppression 
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operates at 48 kHz, the output has to be resampled to 16 kHz due to the limitations of wideband PESQ 

[15]. The objective results in Fig. 5 show a significant improvement in quality from the use of deep 

learning, especially for non-stationary noise types. The improvement is confirmed by casual listening of 

the samples. Fig. 4 shows the effect of the noise suppression on an example. 

6 Conclusion 

This paper demonstrates a noise suppression approach that combines DSP-based techniques with 

deep learning. By using deep learning only for the aspects of noise suppression that are hard to tune, 

the problem is simplified to computing only 22 ideal critical band gains, which can be done 

efficiently using few units. The coarse resolution of the bands is then addressed by using a simple 

pitch filter. The low resulting complexity makes the approach suitable for use 

in video-conferencing systems. We demonstrate that the quality is significantly higher than that of a 

pure signal processing-based approach. We believe that the technique can be easily be extended to 

residual 

echo suppression, for example by adding to the input features the cepstrum of the far end signal or 

the filtered far-end signal. Similarly, it should be applicable to microphone array post-filtering by 

augmenting the input features with leakage estimates like in [16]. 
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Abstract 

This contribution describes an architecture of additional system of memories for an existing GNSS 

(Global Navigation Satellite Systems) signal acquisition unit in frequency domain. The unit is 

designed for an FPGA-based HW receiver and has three 4K FFT blocks. The receiver is based on the 

System on Chip (SoC) Xilinx ZYNQ platform. The proposed additional memories are used as 

accumulators of complex signals samples and are placed in front or after the acquisition unit. They 

enable to process GNSS signals of different navigation systems more effectively with limited 

resources.   

1 Introduction  

GNSS signal acquisition is a process of initial estimation of the following signal parameters: the 

Doppler frequency shift fd and the CDMA code phase τ. It is realized by computation of the cross-

correlation function of the received signal r(t) with a period of CDMA code replica c(t) (1). The signal 

of some modern GNSS signals is quasi-periodic, because it is modulated by the product of primary 

and so called secondary code. The primary code is a binary CDMA-like code.The secondary code is 

an additional code with short period (tens of bits). It is applied on whole periods of the primary 

CDMA ranging code in some types of signals instead of navigation message data. The XOR product 

of both codes is BPSK modulated to RF signal. The acquisition method, computation of the cross-

correlation function in time domain, has quadratic complexity. 

There is a faster algorithm called the Parallel-in-Code Search algorithm (PCS) (2) [1], which 

reduces the complexity to Nlog2N. It computes signal spectra using FFT. 

We used the Parallel-in-Code Search for the acquisition unit in an FPGA-based receiver described 

earlier [2], [3]. The unit has three 4K FFT blocks (Figure 1). It uses noncoherent processing of 

correlation function results [3] to process signal with a code period longer then the size of its FFT 

units. This principle was demonstrated on the reception of the Galileo E1B signal. Using a better-

suited algorithm and increased size of the FFT units, we reached 3 dB betters results against original 

[4].  

21



This type of processing of signal divided into partial signal blocks is still limited by the sensitivity 

loss caused by its noncoherent combining and by partial correlation loss, which is in turn caused by 

the computation of cyclic-like cross-correlation through frequency domain. Nevertheless, it is still well 

suited for less efficient systems with latency higher than one signal period or its processed part.  

The latency of the discussed unit is less than the processed part of code period of the signal. 

Therefore, cross-correlation of entire code period could be computed continually in time from its 

partial correlations and these partial correlations could be then combined coherently to process the 

signal more effectively. Such a processing, however, deviates from the systolic operation of the 

original unit and needs additional memories that store both the in-phase (I) and quadrature-phase (Q) 

signal components. 

The architecture of memory added to the existing acquisition unit is presented in Section 2 and 3. 

The memory is employed as a pre-correlation stage for an effective processing/synchronizing of 

additional GNSS secondary codes in Section 2. In addition, a method for better processing of long-

period code signal avoiding noncoherent combining loss in the post-correlation stage is presented in 

Section 3. Both principles use an extended coherent time over N periods Tcode of the primary code. 

These approaches utilize a linearity of both correlation function in time (1) and frequency domain 

through FFT (2). 
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Figure 1. The parallel search in code acquisition diagram with noncoherent combining of results in 

post-correlation stage 

2 Coherent pre-correlation averaging signal processing method 

The method was presented in [5] under name mPCA (modified Pre-Correlation Averaging), as 

a method for secondary code synchronization and secondary code removal. The goal is to obtain better 

sensitivity for weak GNSS signal scenarios (as is indoor positioning for example) using coherent 

averaging of signal periods. 

 This method is assumed to be used before the Parallel-in-Code Search algorithm. Secondary code 

phase is searched for sequentially. Periods of code are coherently accumulated, respecting the 

estimated bit of secondary code. A peak of correlation value is detected for an appropriate shift of 

secondary code.  
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This type of processing could be realized the same way in post-processing. The main advantage of 

the pre-processing approach is that coherent accumulation is computed only once per secondary code 

period. Total saving against a classical post-correlation processing is equal to the number of secondary 

code bits minus one of cross-correlation computations.  

The proposed schema in Figure 2 uses the mPCA principle. Figure 3 shows the Peak to Noise 

Ratio (PNR) of the correlated signal. The simulation ran over one period of the 20-bit long secondary 

code of BeiDou B1-I signal and exhibits a dominant correlation peak.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The parallel-in-code search algorithm acquisition unit diagram using PCA processing method  

Figure 3. PNR of mPCA acquisition/synchronization of BeiDou B1 secondary code 

3 Coherent partial post-correlation signal processing method 

This method is intended for the situation where the number of samples Ns of code period Tcode is 

much larger than the size NFFT of FFT blocks. The samples, together with the local code replica, are 

decomposed to M equal-sized consecutive blocks of signal. These blocks of signal samples are 

partially correlated with the corresponding part of the replica. The results are combined coherently 

together. The key issue for a coherent combining is to choose M and NFFT, so that each block can be 

computed with a latency L lower than the signal period divided by M (latency < T/M).  

The modification of the original structure in Figure 1 is in Figure 4. The post-correlation stage 

includes a coherent accumulator with controlled addition/subtraction and a memory for both in-phase 

and quadrature-phase signal. The controlled accumulator solves the problem of navigation message 

data bit transition. Every partial correlation could be accumulated with a correct phase for both 

hypotheses of presence and non-presence of data bit transition.  
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The gain over a noncoherent processing is equal to 20log M in dB. When applied to the Galileo 

E1B signal, we are able to obtain a 6 dB gain over the original noncoherent method. 

4 Summary and future work 

The proposed solutions depicted on Figures 2 and 3 allow reusing the core of an existing GNSS 

acquisition unit. It has been augmented with memories to coherently process signals with long-code 

period. The unit exhibits better sensitivity in comparison with previous noncoherent combining. It is 

able to acquire signal having secondary code with a latency up to the length of secondary code. The 

acquisition unit is a FPGA IP block connected via the AXI bus to the processing system of target SoC 

Xilinx ZYNQ platform. 

  

Figure 4. The parallel search in code acquisition diagram with coherent combining of results in post-

correlation stage 
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Abstract

The lack of infrastructure and central management in ad-hoc networks is an advantage from the viewpoint
of scalability and flexibility, but it poses security risks and requires close cooperation among nodes for
the network to function as a whole. Nodes have to make a trade-off between saving battery (behaving
selfishly) and routing data of other nodes to maintain the network. A part of this trade-off may be the
decision of a node to drop some of the data packets in transit that are not either sourced by it or intended
for it. Thus, dropped data packets may be a sign of a selfish or even malicious behavior, resulting in
performance degradation in the network. Trust-based approach looks promising for improving security
and cooperation [1]. The concept of trust in distributed systems arose from the notion of social trust [2].
By the trust problem, we understand the problem of measuring the confidence in the fact that individual
node will cooperate - by properly delivering the data in transit, sourced or destined for other nodes. We
model trust using the packet delivery ratio (PDR) metric [3].

We have developed a method to apply neural networks (NNs) [4] for solving the problem of trust. It
demonstrates that NNs are capable of detection of untrusted nodes and estimation of the trust values. We
developed a simulator of ad-hoc networks, containing a generator of datasets. These datasets were used
to train and validate NN quality on different data. We have conducted a series of simulation experiments
and measured the quality of our method. Our experiments show clearly that NNs can be effectively used
for solving the problem of detection of untrusted nodes and trust value estimation.

The results show in average 98% accuracy of the classification and 94% of the regression problem.
An important contribution of our research is a verification of the hypothesis that synthetic generation of
ad-hoc network traffic in a simulator is sufficient for training of a NN that is then capable to accurately
estimate trust. Our NN-based method can be applied in a running ad-hoc network with a given topology.
Training of the NNs can be done without collecting data from a running network, since the training
data can be constructed artificially. In case of topology changes, new learning of NN can be performed
quickly and effectively. No active measurements is needed.

The contributions of this paper are (1) confirmation of applicability of NNs to trust management in
ad-hoc networks; (2) construction of a method to detect untrusted nodes and to estimate the value of trust
using NNs.
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Abstract

Security monitoring tools, such as honeypots, IDS, behavioral analysis or anomaly detection systems,
generate large amounts of security events or alerts. These alerts are often shared within some communi-
ties using various alert sharing systems (such as Warden, AbuseHelper, n6, MISP, etc.). Number of alerts
processed by such sharing systems may go up to millions per day [1].

In [2] we proposed to build a large reputation database of IP addresses and other identifiers reported
as malicious by these alerts to keep track of the potentially dangerous entities on the Internet. Is such
a database, each IP address or other entity reported as malicious has a record keeping meta data about
all related alerts. The records are further enriched by gathering other information related to the entity,
such as its presence on various blacklists, geolocation, information from whois registries, or information
about the type of the device (e.g. server, mobile phone, IoT, ...) and its connection (e.g. dynamic or static
IP address).

In this work we show how all the information about malicious entities can be summarized into a small
set of numbers, which can be used for quick overview or for ranking by the level of threat each entity
poses. More concretely, we define a future misbehavior probability (FMP) score as such summarization.
It is the probability of receiving another alert about a given malicious IP address within a future time
window of specified length (e.g. the next 24 hours). The probability is estimated using machine learning
methods, taking as input information about previous alerts as well as other data available in the database.

In our method, each sample, i.e. an IP address at a specific point in time, is represented by a vector of
56 features, combining information about previous alerts related to the IP address and other IP addresses
in the same /24 prefix (since nearby addresses often exhibit similar behavior) with the other information,
such as presence of the IP address on several blacklists and various tags derived from the associated
hostname, e.g. whether the IP address is dynamically or statically assigned, or whether it is a NAT or
VPN.

We passed these data to different machine learning models, neural networks (NN) and gradient
boosted trees (GBT, also known as xgBoost), with various configurations. In each case the models are fit
with the goal of minimizing Brier score – mean squared difference between the predicted probability of
a future alert and the actual presence of the alert (labeled as 0 or 1).

For evaluation we took data from an alert sharing system Warden1 and a reputation database NERD2,
both developed and operated by CESNET. We used two datasets, differing in the type of alerts predicted

1https://warden.cesnet.cz/
2https://nerd.cesnet.cz/

28



– network scanning (scan dataset and attempts of unauthorized access, e.g. by brute force password
guessing or exploiting a vulnerability (access dataset).

With both datasets, the best performing model is a GBT with 200 decision trees, each of maximum
depth of 7. Its Brier score is 0.0638 for scan data, 0.0511 for access data. By the means of ROC curves,
its area under curve (AUC) is 0.9323 and 0.8731 for scan and access data, respectively. This means the
model can indeed predict future attacks and estimate their probability quite well.

The probability (FMP score) can be used to rank IP addresses by the level of threat they pose (by
predicting a specific type of malicious traffic only, the threat level may be evaluated in a specific context).
This can be used, for example, to create predictive blacklists of any desired size by simply taking top-N
addresses with the highest score. The optional size is useful when the blacklist is to be used in a traffic
blocking device with a limited maximum number of blocking rules. The FMP score can also be used as
a decision criterion in many other algorithms, e.g. in alert prioritization (higher priority if the related IP
address has high probability of further attacks) or DDoS mitigation (block traffic from all IP addresses
with bad reputation, i.e. high FMP score). It also servers well as a quick overview of IP address properties
for a human analyst.

Note: The work summarized in this abstract is currently under review for the Future Generation
Computer Systems journal.
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Abstract

Botnet is a group of devices that synchronously performs distributed attacks. Botnets currently represent
a very dangerous potential threat to all systems. Botnets can attack with great force, especially when
it comes to botnets of many hundreds and thousands of bots. Defense against distributed attacks plays
an important role in defending the entire system. The Intrusion Detection System (IDS) is part of the de-
fense. This system monitors network traffic and detects suspicious activity that could lead to a system
security breach. IDS is a source of reported detected security events that are solved by Incident re-
sponse. Sharing information from these reports can help you get a global view. The NERD system was
developed CESNET [1], the operator of the Czech National Research and Education Network (NREN).
System NERD collects information about all malicious entities on the network and manages a reputation
database over them.

The motivation to design a system for tracking suspicious network addresses was to extend a set
of tools to record suspicious entity information. This system has the task of keeping information about se-
curity event records and from this information creating groups of network addresses from events of very
similar characteristics. The system creates an evidence of suspicious network addresses.

This presentation describes the design and implementation of the new system GRIP (Group of IPs).
The presentation also describes the analysis of security incidents records in IDEA format [2]. Based
on this analysis an algorithm was designed to create groups of suspicious network addresses from a se-
curity incident.
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Abstract

Nowadays, many important processes are controlled by electronic systems. Nevertheless, if such system
fails, the resulting damage might result in high economical loss or even endanger human health. As an
example, autonomous vehicles, which are very popular these days, may serve. Another example might
be a device that is possibly not serviceable for a very long period of time, such as a space probe or an
artificial satellite. The reparation cost of these devices is well worth the effort to make these devices
reliable as much as possible. This effort makes designers focus on the aspects of system reliability.
Furthermore, as the chip-level integration grows, the resulting systems are increasingly prone to their
failure, further increasing the importance of such aspect of reliability. The complexity of today’s modern
systems, however, makes this a difficult task to solve.

One possible solution to ensure higher reliability is to make a system so-called Fault Tolerant (FT),
which means its ability to perform its function even during presence of faults. The system, however, still
remains composed of non-reliable parts. Each method of FT is characterized by the way the non-reliable
parts are composed to improve the overall reliability of the resulting system. The solution to the high
complexity of today’s systems is to move the development to a higher level of abstraction. High-Level
Synthesis (HLS) is becoming popular for allowing further move to a higher level of abstraction. Using
HLS it is possible to transfer an algorithm (e.g. described in a higher-level programming language, such
as C++) to its Register Transfer Level (RTL) representation (e.g. described in a VHDL language).

Our research focuses on an combination of HLS and FT, as we believe the combination of these
approaches solves both the problems. We developed an approach to insert reliability to HLS-generated
systems. Many approaches to incorporate FT into HLS exist, however, in our approach, the input algo-
rithm is modified before its processing by the HLS tool and, thus, the HLS tool itself does not require
any modification. The descriptions of FT methods are then made on the same abstraction level as the
language used to describe the algorithm, thus, making them easier to develop and maintain. The source
algorithm is separated from the FT description making the code easier to maintain as well. The overview
of this approach is shown in Figure 1.

In the presentation, this existing method to insert redundancy into HLS-generated systems will be
briefly described alongside with its improvement in the form of a majority function selection. We found
out that the type of the majority function affects not only the resulting reliability, but also the resources
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Figure 1: The approach to insert redundancy into systems generated using HLS.

consumption. The presentation also addresses the level of redundancy selection, as we evaluated various
numbers of redundant modules with multiple fault occurrences. The case study experiments are carried
out with our robot verification platform utilizing the so-called left-hand algorithm and fault injection
into a Field Programmable Gate Array (FPGA) implementing the robot controller. This approach is not
limited to FPGAs, however, we use an FPGA technology during the evaluation for its wide range of
applications and its versatility.
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Abstract

Various electronic systems play an important role in our everyday lives. Some of them serve for fun
or to make our lives easier. These systems are useful but not necessary; when they malfunction, the
consequences are not critical. On the other hand, there are systems which are more or less critical, and
their failure can cause undesirable consequences. For example, a failure in medicine, aviation, the army
or automotive systems can cause high economic losses and/or endanger human health. These systems
must be protected against the impact of faults, and flawless operation must be ensured. Fault tolerance
is one of the techniques that will ensure this. There are many fault-tolerance methodologies targeted
towards various systems and technologies, and new methodologies are being investigated. There have
been many fault-tolerant methodologies inclined, among others, to Field Programmable Gate Arrays
(FPGAs) developed and new ones are under investigation, because FPGAs are becoming more popular
due to their flexibility and re-configurability. The second reason why so many techniques are inclined
to FPGAs is their sensitivity to faults and ability to be reconfigured in the case of fault occurrence. The
configuration of FPGAs is stored as a bitstream in SRAM memory. The problem is that FPGAs are quite
sensitive to faults caused by charged particles. This particle can induce inversion of a bit in bitstream
and this may lead to a change in its behaviour. This event is called Single Event Upset (SEU).

It is also important to verify these techniques. An evaluation platform for testing fault-tolerance
methodologies targeted towards SRAM-based FPGAs (Field Programmable Gate Arrays) was presented
and demonstrated in our previous work. Our evaluation platform is based on Functional Verification.
The main task of functional verification is to check whether a verified circuit meets its specifications. It
compares the outputs of a verified circuit running in an RTL simulator with those of a reference model.
In the case of the fault injection, the verified circuit must be implemented into the FPGA, so we do not
use classical simulation-based functional verification, but modified FPGA-based functional verification.
Our platform uses functional verification as a tool for monitoring the impacts of faults injected into
an electronic controller implemented into the FPGA. The use of an FPGA development board where
an electronic controller is implemented allows us to inject faults directly into the FPGA. A robot for
seeking a path through a maze and the processor-based robot controller serve as an experimental system
case study. Experimental results with the unhardened and hardened versions of the new processor-based
robot controller are presented and discussed.

Two different strategies of fault injection are used in these experiments: Multiple faults and single
faults. Experiments are done for the unhardened version and the TMR version of the processor-based
robot controller. The number of verification runs that were performed for each version of the robot
controller and each fault injection strategy is 5000 verification runs. Experimental results are compared
with the same experiments with the original hard-coded robot controller.
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The experimental results for multiple fault injection strategy are summarized in Table 1. It shows
the results of both the unhardened and the TMR versions of the processor-based robot controller and it
contains a comparison with the original hard-coded robot controller. One can see that the unhardened
electronic version failed in 44.02% and the TMR version failed in 8.14% of the cases. This confirms
that TMR is a beneficial approach, even though the increase in resource consumption is high. The table
also shows the impact of faults on the mechanical robot; a large number of electronic failures leads to the
robot stopping in a place which is less critical than a collision with a wall. In comparison with the original
hard-coded robot controller, the processor-based robot controller is more susceptible to faults. This fact
is evident both for the unhardened and the TMR version. This phenomenon was expected, because
the processor represents a more complex design with lots of partial components. These experiments
confirmed our expectations.

Table 1: A comparison of the impact of multiple faults injected into the unhardened and hardened ver-
sions of the processor-based robot controller and the original hard coded robot controller.

Monitored impact
Processor-based RC Original hard-coded RC

noft tmr noft tmr

Electronic OK [−] 2751 4593 3544 4839

Electronic failed [−] 2201 407 1456 161

Electronic failed [%] 44.02% 8.14% 29.12% 3.22%

Finish not reached [−] 2179 403 1429 161

Collision with wall [−] 55 7 11 0

Robot stop on place [−] 2124 396 1418 161

Reliability improvement [%] 81.5% 88.9%

As a future work, we plan to apply some sophisticated fault tolerance techniques on the presented
experimental electro-mechanical system and repeat the complete evaluation process. One of the possi-
ble improvements is the use of reconfiguration for faulty module recovery and synchronization of the
recovered module (processor in our case study) with failure-free modules.

Paper origin

The original paper has been accepted for presentation at Euromicro Conference on Digital System Design
(DSD 2018) in Prague [1].
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Abstract
The artificial neural networks are one of the important models of softcomputing and artificial intelligence.
They are structures composed of neurons interconnected by weighted synapses. Basically, the goal of the
networks is to learn the relation between two sets of data vectors, to generalize the relation, to determine
its features and to use it for the determining the relation of the unknown vectors belonging to the same
problem. This capability can be used for classification tasks, for time series and functional prediction, to
control tasks, to image recognition, clustering and other tasks.

The implementation of neural networks is challenged with two great neural networks complexities -
space complexity and time complexity. The usual solution of both is to use a powerful hardware, such as
graphical processor units or processor clusters, which suffer from a high power consumption. For some
networks, FPGAs can be one of the possible solutions if a lower power consumption is desired. In this
case, the time complexity is solvable by parallelism which is easy to achieve in both FPGAs and neural
networks since both are parallel by their nature. The space complexity is bigger problem since an FPGA
has limited resources. Thus, there is a need for such designs that exploit the neural networks parallel
character for fast computations and save the FPGA resources as well. A Field Programmable Neural
Networks (FPNN) concept can be seen as one of the possible solutions.

The concept of FPNNs [4] is meant to simplify the implementation of artificial neural networks in
FPGAs by adjusting their properties to be more suitable for implementation into them. The simplification
originates from its main feature - a highly customizable structure which makes it possible to establish
resource sharing between the original synaptic connections of the neural network. The FPNNs are com-
posed of dedicated interconnected units called neural resources which approximate the original neurons
and synaptic interconnections. The units of the first type are called activators and represent the original
neural network neurons. The other units are called links and serve as an approximation of the original
synaptic interconnection. Every link disposes of a set of affine operators serving as an approximation of
the original synaptic weights.

The goal of this paper is to describe the implementations of FPNNs, both simple and Triple Modular
Redundancy (TMR) secured and compare their FPGA resources utilizations.

The VHDL implementation of both types was created according to the original design and schematic
[4]. Both, activators and links were designed as separated units communicating with signals. The com-
munication is based on the asynchronous request - acknowledgement model. Every neural resource
generates requests for all units directly connected to its output (successors) when its computation is
done. Once a successor starts to process the request, it sends the acknowledgement back to the original
resource. When the original resource receives acknowledgements from all successors, it selects a new
input request to process, sends the acknowledgement and begins the computation. The activators also
send a flag together with the requests. The flag is a constant activator number and it is used in links to se-
lect the proper weight to multiply the input data width. The links then propagate the flag to all connected
links.
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Figure 1: Diagram of a link (left) and an activator (right) implementation - the interconnection of the
building blocks

The implementations of both types of neural resources are similar, however they differ in used com-
putational units. The diagram of both types is illustrated in Fig. 1. Both types are composed of a
multiplexor, demultiplexor, register, computation units and units for processing requests.

We implemented two versions of TMR secured neural resources and compared their FPGA resources
utilizations.

Paper origin
The original paper has been presented at the IEEE East-West Design & Test Symposium 2017 [1].
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Abstract

Network monitoring, especially in large networks, uses so-called flow data analysis. Such analysis is
based on aggregation of network packets into IP flows that represent unidirectional communication be-
tween pairs of IP addresses. Authors of [1] presented a unique approach to the analysis to handle high
data volume of the flow data at near real-time. It is based on a continuous on-the-fly analysis, without
permanent storage. Naturally, this approach requires a particular design of the analysis tools. NEMEA
[2] is the existing open source detection system that was developed by CESNET, the operator of the
Czech National Research and Education Network (NREN), in cooperation with Czech universities. NE-
MEA uses a UniRec data format that allows for a representation of fixed-sized and variable sized data
fields.

There are many NEMEA modules, but a universal aggregation module for the NEMEA system was
missing. That is why this work focused on the development of a new NEMEA module that can fulfill
the requirements. This presentation describes the design and implementation of the new NEMEA aggre-
gation module. The design was optimized to create a high-performance processing module since it must
process a high volume of flow data with a low delay.

The presentation also describes several use cases of the developed module, i.e., connections to ex-
isting other NEMEA modules or tools. Finally, the functionality and the performance of the developed
module were evaluated, and the presented results confirm that the module is suitable for deployment in
monitoring systems of high-speed networks.
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Abstract 

The Internet is full of activists with malicious intentions. Ones tend to steal users’ data, others 

blackmail users for ransom. Luckily, there are projects fighting malicious users and malware 

in general, for example, by providing public blacklists. Network security initiatives like 

abuse.ch provide a wide range of blacklists covering different types of malicious activities 

like botnets, phishing etc. In the network analysis system called NEMEA[1], which is an open 

source IDS developed by CESNET[2], we are currently focusing on such detection using 

these publicly available blacklists. 

 

The NEMEA system operates with IP flow data. A flow is an aggregation of network packets 

and represents an unidirectional IP connection between two endpoints. These flows can be 

extended with application layer information (L7) such as HTTP or DNS. Simple blacklist 

detection seems straightforward, i.e. inspecting every IP flow for blacklisted IP addresses, 

domain names or URLs and reporting this incident to Warden (system for sharing detected 

events). Our detector tries to go beyond that using so called adaptive filter. This filter 

dynamically enriches the blacklists with additional records by observing patterns in the 

detected communication. The presentation focuses on examples of these patterns and 

scenarios where such adaptivity could raise the detection effectiveness. 

 

Below is a picture of the high-level detection architecture, where Adaptive filter controller 

contains the logic of analyzing patterns and adapting the filter rules. Evaluator then searches 

for interesting scenarios in the detected traffic. 
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Figure 1: Blacklist detection architecture 
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Abstract

For the last several years, we have been observing a rapid growth in the amount of web application
attacks, which resulted in several confirmed sensitive information leakages and led to many web servers
becoming hosts for various malicious activities. There are several security measures the companies use
to protect themselves from web application attacks. The presentation introduces you to the basics of two
of them. Web application penetration testing and web application intrusion detection based on network
flows as a part of CESNET NEMEA system [1].
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Abstract

Network attacks, especially DoS and DDoS attacks, are a significant threat to all providers of services
or infrastructure. The most potent attacks can paralyze even large-scale infrastructures of worldwide
companies (as it is mentioned, e.g., in [1]). The objective of DDoS attacks is usually to flood the tar-
get network device or even the network itself with a large number of packets. Such attack results in
nondeterministic discarding of network packets.

There are many different types of DDoS attacks hence every mitigation technique addresses only a
portion of them. Network operators can use various ways of defense (such as blackholing, rate-limiting)
that deterministically discard packets of the traffic according to defined rules. The problem of packet
discarding is related to the availability of the victim. When all packets targeted against the victim are
discarded, the attack becomes harmless. Naturally, legitimate packets are discarded as well. Therefore,
it is not always a feasible approach in practice.

The main challenge is to distinguish malicious and legitimate packets. DDoS mitigation strategy
based on the recognition of malicious packets is a complex task due to the similarity between legitimate
and malicious packets. This presentation proposes a design of a mitigation heuristic which utilizes the
knowledge of the so-called reputation score [2] of network entities and describes a way to integrate the
proposed heuristic into a scrubbing center developed by CESNET a.l.e.

The result, which will be described in this presentation, is based on the DDoS Mitigation Device
(DMD) [3] that works at link speed 100Gb/s. The DMD analysis the traffic on-the-fly, it computes
statistics and using our proposed heuristic algorithm based on reputation scores it determines what pack-
ets to discard.
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Abstract 

The P4 language [1] is a general platform agnostic language used for the description of packet                
processing functionality. So far, it is being supported by a huge number of technological leading               
companies like Google, Intel and so on. The language itself is the next step in the evolution of                  
Software-Defined Networking (SDN) [2]. The SDN concept provides a way for fast deployment of              
new services into the existing infrastructure due to the high reconfigurability of the SDN ready               
devices. The most popular embodiment is the OpenFlow protocol [3] which allows us to program               
OpenFlow-ready switches with a user-defined processing chain. However, the OpenFlow devices are            
still somehow fixed because the set of supported actions and protocols is fixed because the OpenFlow                
standard strictly defines the set of supported protocol and actions. One possibility how to overcome               
this limitation is the usage of an FPGA based device which binds together the high-performance and                
programmability. However, FPGA circuits are programmed using HDL languages which are not easy             
to learn for novices and the development itself is time-consuming.  

 
To solve the proposed issues, researchers came with the P4 language which is target independent               

and it is used for the description of packet processing functionality (including the specification of               
supported protocols and actions). The front-end of the compiler was released as open source project               
for Python and C++ language. Using the compiler’s front-end, we built a high-level synthesis tool               
from P4 to VHDL which is capable to generate a VHDL description of a high-speed network device                 
capable to hit the throughput ranging from 77.6 to 100Gbps and possibly beyond in single FPGA.                
This achievement is very important from the practical point of view because we can change the                
functionality of FPGA based network device with a program in the P4 language which is then                
translated to VHDL and synthesized using the standard toolchain. The advantage of this approach is               
also the fact that developer doesn’t need to know anything about HDL programming because the               
translation from a P4 program to bitstream can be automatized.  

 
The SDN concept is tightly connected with Network Function Virtualization (NFV). The NFV             

concept is based on the idea that data processing can be done with the series of chained actions. Each                   
action (like computation of statistics, traffic labelling and so on) is performed by a NFV node. The                 
NFV node is typically a virtual machine which is deployed in NFV infrastructure. Therefore, this               
approach allows us to dynamically react to current requirements and it also allows easy and fast                
deployment of new functions. Another outcome from the approach is the requirement on the NFV               
infrastructure which has to be highly configurable. Therefore, the usage of SDN approach is highly               
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desired and the P4 language can push this forward because it adds another degree of flexibility – you                  
can define your own packet processing device which is tailored to needs of a problem. 

 
The presentation will provide a brief overview of mentioned technologies and their connections in              

the SDN ecosystem. Another part of the presentation will be reserved for the architectural overview of                
our modular high-speed network device which is generated from provided P4 program using the              
P4-to-VHDL tool. Currently, it is the fastest available HLS solution for the P4 language. 
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Abstract

The concept of the Internet exists dozens of years and for lots of people it is very important part of daily
life that generates a huge business value. Currently, the number of connected devices grows very fast
and this increase should still continue in the future. The main reason for this growth is an expansion of
a network connection to almost all electronic devices and sensors. As a name for this trend is used the
Internet of Things (IoT).

This work is focused on security concerns and issues of the IoT. The first aim is to analyse the actual
situation of IoT and to identify vulnerabilities of the wireless sensor network protocols. The second aim
is to develop a tool that is able to detect security incidents in communication traffic. The analytical part
describes the fog computing concept and new communication architecture. Simultaneously, there are
thoroughly explored current IoT protocols including their vulnerabilities. This is followed by the tool
design that is ready for the future extension, which is necessary for this rapidly growing area like IoT.
During designing, low hardware requirements were emphasised so that it would be possible to deploy
the created solution event on IoT gateways with restricted resources.

The first result of this work is research of the current IoT state, which is contained in the text of this
work. The second result is a modular system that is configurable and customizable for target topology.
The created tool is implemented in C++ language and extends the already existing IoT gateway BeeeOn
by anomaly detection of the wireless sensor network protocols. The result is a new version of the BeeeOn
gateway with the mechanism for attacks detection.
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Abstract

At  CZ.NIC  we  are  developing  open  source  routers.  Those  router  actually  have  quite  some
resources at their disposal like one gig of RAM, dual core ARM CPU and quite some storage. This
gives us space to do some interesting stuff with the traffic that is flowing through our router and take
some extra measures regarding security.

1.1 Suricata

We try to provide users with an option to get a deeper insight into what is happening in their home
network. Big part of this solution is open source software called Suricata. It is intended as IDS/IPS.
We run it on our router in a setup where it can be easily used as IPS, but so far we use just IDS
functions. We are just scratching the surface of what is possible, but even now we are able to provide
our users with the list of devices and what servers they were trying to access including the correct
domain names even in SNI case. In the long term, we plan to expand on this functionality and include
some blocking as well, but even now, the information we provide to our users are valuable.

1.2 Firewall, Honeypots and Minipots

Other aspect of our secure router is to monitor general threats on the internet to the end users and
report them to us. To monitor those we use various methods but we require explicit consent as we can
get some sensitive data this way. The simplest method is collecting firewall logs – who tried to access
some port on the router from WAN and was rejected. More complex method is something we call
minipot  –  we serve a fake service (telnet,  http,  …) and we ask just  for  username and password.
Compared to a honeypot, we are not trying to mimic target system, just the login to it. Last but not
least, we use honeypots for ssh. But not an ordinary honeypot, but honeypot as a service where our
routers are just man in the middle and are forwarding wanna be attacker to our big honeypot. This
way, there is no danger to people running it, but we still get full log with all information.

1.3 Outcome

All the information from firewall logs, minipots and honeypots ends up on our servers. Our goal is
to identify malicious attempts and alert the routers to block the attackers. We used to collect all those
data in a traditional database and run some statistics on top of it. It was fine and quite fast when we
started the project with thousand routers and it allowed us to experiment with various approaches to
the statistics. It was even able to scale for some time. But with Turris Omnia, we started getting more
and more data and traditional database with running statistics periodically on top of it started to be the
bottleneck. Therefor nowadays we are rewriting the system to make it more robust and scalable. To do
so, we are using ZeroMQ and Microservices. We should be able to handle more data faster and when
it is needed we should be able to scale up by duplicating the most busy services.
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Abstract

The IoT (Internet of Things) devices continue to penetrate into new areas of our daily lives as well as
industry. The evolution of IoT devices comes with the necessity of operation in heterogeneous environ-
ments. This evolution brings new challenges in the areas of R&D and education. We identify important
features beneficial for R&D engineers as well as for educationalists and students and we propose a novel
open platform for rapid development of IoT nodes. This platform is easy to employ in the educational
process at the same time.

2 Motivation

The continuous and fast movement in the application area stimulates the progress in many fields – IoT
LPWAN (Low Power Wide Area Network) standardization efforts [1], infrastructure efforts like Lo-
RaWAN, Sigfox, NB-IoT and many more [1, 2].

As the IoT field in general is very heterogeneous [1], developers of physical devices face many
challenges coming from this heterogeneity. An example of a significant challenge for IoT nodes is
the (in)ability to gain the profit coming from overlapping networks based on different communication
standards [2].

Another challenge coming from the developing area of IoT is connected with the technical education
[3]. Educationalists all-around the world face the problem how to introduce students to IoT world without
missing any important technology while providing detailed technical insight at the same time.

3 KETCube Platform

Based on the IoT design and educational experience of our team, we decided to release our newly de-
veloped prototyping and educational platform supporting our R&D process as well as our educational
activities under the non-restrictive University of Illinois/NCSA Open Source License [4]. We call our
platform KETCube [5]. The name of the platform – KETCube – consists of the abbreviated name of the
institution of its origin (Department of Technologies and Measurement, University of West Bohemia in
Pilsen) and the shape of the basic sensor node – a cube – see Figure 1.

The current release of the KETCube platform includes the main board, battery board, datasheet,
three application notes and firmware (v0.1). All the mentioned project parts allow the out-of-the-box
use of KETCube as an Relative Humidity and Temperature sensor node in LoRaWAN or proprietary
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Figure 1: KETCube platform hardware: the main board with a bulk antenna, box, battery board and
CR-2450 battery

network. Included documents serve for quick start with prototyping, while providing deep insight to
released KETCube parts. Documentation is written in an industry-standard style and such a way serves
as a handy guide for in-education deployment at the same time.

The platform has already been used in certain projects and educational activities including the Object
Presence Sensing Demonstrator and Enviromental LoRaWAN Sensor Prototype. Materials related to
KETCube are available online on GitHub1.

4 Conclusions

We identified challenges coming from a heterogeneous and fast growing area of IoT related to the sensor
node development. Based on our experience in R&D and educational process, we proposed a novel
KETCube platform intended to support of both R&D and educational activities.
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Abstract

The most of computer systems are based on inorganic semi-conducting materials also known as silicon.
These elements, fabricated from silicon, are called transistors and they are used for building more com-
plex elements - logic gates, which can perform basic boolean functions. This is conventional electronics
and is designed by known conventional methodologies. Nowadays, the more interesting technologies are
available, that can bring some advantages into the systems where they are applied. It is talked especially
about organic semiconductors, semiconductors based on graphene, silicon nano-wires, that can exhibit
different behavior depending on the environment state [1]. Polymorphic electronics takes the described
behavior as main advantage and the aim of polymorphic electronics is save and share resources in the
case of conventional usage or perform any safety behavior in the case of failure. The main open issue
consists in polymorphic circuit design. It is too hard design described circuits and conventional synthesis
methods are not applicable [2].

Design of polymorphic circuits can be described as finding graph G, which represents interconnection
of polymorphic circuit and this circuit performs one of all desired function dependently on the environ-
ment state . When a function is switched, interconnection of circuit remains the same, only function of
nodes are changing their function [3]. A few synthesis methods were proposed, but all of them have
some limitations [4].

This work focuses on the basics of polymorphic electronics and currently known issues in this re-
search area. At the beginning, main purposes and main ideas of the polymorphic electronics will be
explained and then the presentation will describe a logic synthesis problem of polymorphic circuits. Al-
ready existing synthesis methods will be enumerated and all advantages/disadvantages considered. At
the end we look under-hood of current research of new logic synthesis method of polymorphic circuits.
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Abstract. Petri nets are powerful formal models. They are based on strict mathematical 

theories. Petri nets are appropriate for modeling and analyzing systems with parallelization, 

synchronization and confliction, they provide convenience for qualitative and quantitative 

analysis in the design phase. A system modeled by a Petri net is easily extended. Petri Nets 

also provide visual and hierarchical modeling methodologies. Petri nets take care of 

implementing a wide variety of properties during system design, like safety and security 

and reliability and they ensure the reachability of the system using multiple predefined 

constraints, so the system can perform a required task or mission for a specified time in a 

specified environment. This paper gives ideas how to use such formal model in the whole 

design process until final realization by hardware and/or software. 

Keywords.  Petri Nets, PNML, FPGA. 

1 Introduction 

This paper describes first ideas and proposals for exploitation of formal model – Petri Net for not 

only modeling of systems, but using them directly for  automatized design of digital systems with special 

constrains which characteristic for embedded systems and IoT.  

Several different types of formal methods and models (Petri Nets, Markov chains, UML diagrams) 

will be used to construct hybrid enhanced model for simplification and automation of digital design 

process. The selected and/or developed modeling device should meet the requirements that take into 

account current trends in the field of digital design. It means that they may cover the possibility to model 

both hardware and software parts of a system. The connection of verification methods and dependability 

modeling at all design periods to obtain an optimized structure according different parameters must be 

taken into account. The aim should be the combination of different models and detailed study of their 

relations and possible automatic conversions to the final implementations. Partial results and proposed 

methods will be evaluated by real-life applications and benchmarks.  

The result should be a hierarchical tool for modeling all dependencies that will be able to express, 

to verify (functionally and/or formally), to validate, or to certify the proposed system. The system will 

be specially intended for use in the area of embedded systems used in control systems for critical 

applications. The aim is to use methods and tools to predict system properties with guaranteed 

parameters: size, working frequency, power consumption, dependability (reliability, availability, 

maintainability, safety, fault-tolerance, attack-resistance) and to use partial research results of Digital 

Design & Dependability Research Group (DDD) in Faculty of Information Technology CTU in Prague. 

As the first suitable model Petri Nets have been studied here. We prefer to use some tool available 

with standardized output format (PNML). We propose the automated translator – compiler from this 

output description of analyzed and simulated Petri Net model to hardware-software realization. 
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Therefore the parser PNML2VHDL were designed and tested on two particular and simple examples 

(dinning philosophers and Produce/Consumer system. 

In this paper we will discuss a possible simple realization of mathematically described model (Petri 

net). The model has to be analyzed and simulated in order to proceed with future research. The current 

process will explain the process of transforming the chosen model described as a Petri net into 

synthesizable VHDL code by designing all the necessary blocks of circuits in FPGA. The result of this 

design will be the presentation of automatic SW tool PNML2VHDL which can handle most of the 

conversion. 

The structure of this paper is as follows: after Introduction the basic descriptions of Petri Net models 

and PNML properties are described, then the method how to translate PNML output to the hardware 

implementation of PN and finally the results of one example }dinning philosophers will be presented in 

chapter Experiments. The last chapter Conclusions gives the future plans of this research. 

 

2 Theoretical background 

Petri nets, introduced by C. A Petri in 1962 [54], provide an elegant and useful mathematical 

formalism for modeling concurrent systems and their behaviors. In many applications, however, 

modeling by itself is of limited practical use if one cannot analyze the modeled system. As a means of 

gaining a better understanding of the Petri net model, the decidability and computational complexity of 

typical automata theoretic problems concerning Petri nets have been extensively investigated in the 

literature in the past four decades.  

Petri nets have been specifically designed to model systems with interacting components and are 

able to capture many characteristics of an event driven system, namely concurrency, asynchronous 

operations, deadlocks, conflicts, etc. Furthermore, the PN formalism may be used to describe several 

classes of logical models (e.g., P/T nets, Colored PNs, nets with inhibitor arcs), performance models 

(e.g., Timed PNs, Time PNs, Stochastic PNs), continuous and hybrid models (continuous PNs, hybrid 

PNs) 

The main features of PNs can be summarized in the following items. 

• PNs are both a graphical and mathematical formalism. Being a graphical formalism, they are 

easy to interpret and provide a useful visual tool both in the design and analysis phase. 

• They provide a compact representation of systems with a very large state space. Indeed they do 

not require to explicitly represent all states of a dynamical system but only an initial one: the 

rest of the state space can be determined from the rules that govern the system evolution. Thus 

a finite structure may be used to describe systems with an infinite number of states 

2.1 Definition of Petri Net  

A Petri net is formally defined as a 5-tuple N = (P, T, I, O, M0), where  

 

(1) P = {p1, p2, …, pm} is a finite set of places; 

(2) T = {t1, t2, …, tn} is a finite set of transitions, P ∪  T ≠ ∅ , and P ∩ T = ∅ ; 

(3) I: P × T → N is an input function that defines directed arcs from places to transitions, where N 

is a set of nonnegative integers; 

(4) O: T × P → N is an output function that defines directed arcs from transitions to places; and (5) 

M0: P → N is the initial marking. 

 

A marking in a Petri net is an assignment of tokens to the places of a Petri net. Tokens reside in the 

places of a Petri net. The number and position of tokens may change during the execution of a Petri net. 

The tokens are used to define the execution of a Petri net. 
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2.2 PNML 

Petri Net Markup Language (PNML) is a proposal of an XML-based interchange format for Petri 

nets (it is ISO/IEC 15909 standard). Originally, the PNML was intended to serve as a file format for the 

Java version of the Petri Net Kernel. But, it turned out that currently several other groups are developing 

an XML-based interchange format too. So, the PNML is only one contribution to the ongoing discussion 

and to the standardization efforts of an XML-based format. 

 The specific feature of the PNML is its openness: It distinguishes between general features of 

all types of Petri nets and specific features of a specific Petri net type. The specific features are defined 

in a separate Petri Nets Type Definition(PNTD) for each Petri net type. 

 Furthermore, several specific features are used in more than only one Petri net type. Therefore, 

there is a conventions documents containing specific Petri net features. Thus, a concrete PNTD adds its 

its type specific features to PNML by referring to the Conventions Document. The standardization 

efforts have mainly an effect on this Conventions Document. PNML supports three types of Petri nets, 

Place/Transition-Nets, High-level Petri Nets a Symetric Nets, see [8] 

 

The following code is an example  of how PNML representation look like : 

 

<place id="P1"> 

<graphics> 

<position x="525.0" y="15.0"/> 

</graphics> 

<name> 

<value>P1</value> 

<graphics> 

<offset x="0.0" y="0.0"/> 

</graphics> 

</name> 

<initialMarking> 

<value>Default,1</value> 

</initialMarking> 

<capacity> 

<value>1</value> 

</capacity> 

</place> 

 

2.3 Dining philosophers problem 

 

 The Dining Philosopher Problem states that K philosophers seated around a circular table with one 

chopstick between each pair of philosophers. A philosopher may eat if he can pickup the two chopsticks 

adjacent to him. One chopstick may be picked up by any one of its adjacent followers but not both.  

 Using standard Petri Net, we can construct a solution by adding places and transitions in a proper 

way so the transitions will be fired after the token are filled correctly and according to the solution. This 

is how the design should look like Figures 1 and 2: 
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Figure 1 Dining philosophers’ representation 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Petri Net solution for dining philosophers’ problem 

 

 

3 FPGA Implementation of a Petri net  

 
 The standard Petri Net model was used for proper functionality, and we need some component that 

controls the flow in PN and guarantees the proper behavior, and this component is called  controller, 

and we also need a component which, according to the definition in case of multiple active transitions, 

chooses one randomly, which is chooser. 

 There were several concepts of PN realization as HW as in [1], this thesis explains the realization of 

PN which supports multiple tokens in place and all other explanations will be based on this idea. 

 The place (Figure 4) is a counter with a logic for inspecting capacity limit. Since HW is not infinite, 

there is a limit (255 tokens) after which the place starts showing the infinity flag and stops responding 

to inc and sub inputs 
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Figure 3 FPGA design of Petri Net 

 

Figure 4 Place design 

 

 The transition (Figure 5) is just the reduction of all the inputs, sets transition activity as an output 

and if the transition is active and enable input is active, the increment output will be set to logical 1. 

 Mapping is just connecting the inputs and outputs according to the model. 

 Chooser is based on TRNG component called Figaro [9]. The output initializes the counter and the 

counter counts the number of shifts in LSFR that determines which transition will remain active. 

 Controller is the brain of the circuit, it has to keep up all the behavior of the PN. It controls the flow 

of tokens and drives the determination of which transition  to choose. 

 

3.1 PNML2VHDL 

 

 Modern companies try to achieve the control as simple as they can, so the SW implements the 

conversion without any need of knowledge of PNML and VHDL. Therefore the automatic parser 

according the Figure 7 was implemented. 
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Figure 5 Transition design 

 

 
Figure 6 TRNG generator Figaro 

 

 

5 Experiments 

 

Several experiments were realized to prove the concept. The example of a simulation is done as test-

beching the PN block and checking the flow of all transitions, and the result is in Figure 8. 

 

 

7 Conclusions and Future Work 
 

The previous steps can be applied using standard Petri nets, but our final aim is to construct a more 

complicated model (and a software tool) that will be applied to different types of Petri Nets (like 

coloured Petri Nets, Timed PNs) and not only the standard type, so our final model will consider 

particularly security and safety issues that the given system can experience. There are the following 

partial aims for our study: Study of methods used for certification safety and reliability parameters.  

• Taking into account the appropriate metrics for quantification of different parameters (eg. 

the determination of resistance to attacks); 

• Use of experiments performed by other DDD members and mutual interactions search 

(active involvement into the DDD research group); 

• Design of algorithms and selection of suitable existing models or their modification to 

predict dependability and safety levels;  
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• Incorporation these algorithms into automated digital design methods to pre-select the ratio 

between size, reliability and safety or other requirements (low-power, hardware-software 

ratio and co-design, verification, testability). 

 

Petri nets are very powerful and useful , and by adding them to proper tools we can get a great results 

that will help us in all work areas .Therefore, our resulted models will have more efficiency and less 

cost and of course they will be more secured and safe. But proper improvements of Petri Nets to be able 

verify such properties must be encapsulated and possible composition of other models and tools (Markov 

chains, UML diagrams) should be evolved.  

 

 

Figure 7 PNML to VHDL diagram 
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Figure 8 Simulation results 
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